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A B S T R A C T   

The understanding of intra-urban air temperature variations is crucial to assess strategies for 
cities’ adaptation to impacts of present and future anthropogenic climate change. Depending on 
extensive measurement networks, high-resolution air temperature measurements in urban envi-
ronments are challenging due to high instrumentation and maintenance costs. Here, we present a 
low-cost measurement device (LCD) consisting of a temperature logger and a custom-made, 
naturally ventilated radiation shield. Besides intercomparisons with automated weather sta-
tions (AWS) at three reference sites during record-dry summer 2018, we tested the potential of the 
devices using a network of 79 LCDs to assess the intra-urban variability of urban heat island (UHI) 
patterns in the city of Bern, Switzerland. We found positive mean measurement biases between 
LCDs and AWS of 0.61 to 0.93 K (RMSE: 0.78 to 1.17 K) during daytime, of which up to 82.8% of 
the variance could be explained statistically by solar irradiance (radiative heating) and wind 
speed (insufficient ventilation). During night, average measurement biases were markedly lower 
and eventually negative with − 0.12 to 0.23 K (RMSE: 0.19 to 0.34 K). Our results highlight the 
importance of sensor intercomparisons being conducted at multiple locations with differing urban 
land-cover, structure, and metabolism given that biases varied considerably between the refer-
ence sites. Data retrieved by the city-wide measurement network showed that the LCD approach 
is well suited for the analysis of spatiotemporal UHI patterns during night and adds considerable 
value compared to the few existing AWS in detecting fine-scale air temperature variability. In 
conclusion, the current LCD measurement approach represents a valuable option for cost-effective 
analyses of urban air temperature variability across multiple scales, which may be of particular 
value for the development, appliance, and monitoring of adaptation strategies to climate change 
in cities with restricted financial resources.   
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1. Introduction 

In the face of anthropogenic climate change, urban environments are particularly vulnerable for present and future changes in 
temperature extremes. The effects of projected increases in intensity, duration, and frequency of heatwaves (IPCC, 2014) are amplified 
in cities by the well-studied urban heat island (UHI) effect (e.g., Stewart, 2011), which adds additional thermal stress to urban 
populations (Milan and Creutzig, 2015; Ward et al., 2016). The planning, development, and implementation of adequate, site-specific 
mitigation strategies for urban heat stress requires high-resolution information about spatiotemporal patterns of UHI intensities. 
However, in-situ observations at fine scales are often scarce in urban environments due to relatively high costs for instrumentation, 
deployment, and maintenance of meteorological stations (Muller et al., 2013b). Hence, meteorological measurements in cities are in 
many cases limited to a few sites that may not represent the complexity of smaller-scale temperature variability across the multitude of 
microclimates within the urban canopy layer (Stewart and Oke, 2012), which is defined as the air volume contained between the 
ground and the upper limit of urban roughness elements such as buildings or trees (Oke et al., 2017). 

With advances in technology, the availability of low-cost and small-sized environmental sensors with adequate accuracy has 
revealed new potentials regarding the assessment of near-surface atmospheric data at small spatial scales across different research 
disciplines (e.g., Matese et al., 2009; Young et al., 2014; Gubler et al., 2018). Allowing for more sensors to be acquired at a lower cost, it 
is nowadays possible to maximize spatial resolution of point-based measurements of near-surface atmospheric variables. In the field of 
ecology, instrumentation with costs of less than ~$50 USD per sensor is widely used for the assessment of key environmental variables 
such as near-surface air temperature (Gubler et al., 2018; Terando et al., 2017). With regard to existing urban meteorological networks 
and past UHI investigations (Grimmond, 2006; Muller et al., 2013b), studies focusing on the use and evaluation of low-cost mea-
surement equipment are underrepresented in urban climatology. Compared to other cost-effective data acquisition methods, a care-
fully designed network of numerous low-cost sensors may not only overcome limitations due to spatial or temporal resolution known 
from remote-sensing approaches (Zhou et al., 2019), but can also avoid issues such as missing metadata or inadequate sensor 
installation that have been reported from approaches using crowd-sourced data (Chapman et al., 2017; Meier et al., 2017; Fenner et al., 
2017, 2019). Conversely, the existence of high-resolution meteorological data offers great potential for the validation of urban climate 
model outputs or for data quality assessments of citizen science projects (Grimmond, 2006; Young et al., 2014). 

Despite its advantages, the use of low-cost instrumentation is challenging due to the need for in-depth evaluation of data quality 
and potential sources of measurement errors (Meier et al., 2017; Napoly et al., 2018). Besides adequate measurement accuracy of the 
sensors used, potential biases emerging from radiation errors that may artificially heat or cool the sensors’ surrounding air require 
proper shielding of the sensor (WMO, 2014). In comparison to potential daytime biases, when incoming solar irradiance dominates the 
radiation budget of the measurement device, the influence of deficits in the longwave radiation balance during night is assumed to be 
rather small (Mauder et al., 2008). However, effective radiation shielding does not only depend on the use of highly reflective materials 
but should also account for potential errors arising from interrupted convection processes within the shield through active ventilation 
(Lin et al., 2001). Yet, additional aspiration of the radiation shield depends on external power sources, and the cost of commercially 
available radiation shields often exceed those of the sensor itself (Young et al., 2014). The design and evaluation of inexpensive, 
passively ventilated radiation shields that combine effectiveness and reproducibility is therefore of great value for air temperature 
assessments in various research fields (Tarara and Hoheisel, 2007). 

Here, we explored the performance of a low-cost measurement setup for air temperatures within the urban canopy layer. Using 
devices composed of an inexpensive temperature logger and a custom-made radiation shield for overall $62 USD, we developed a 
network of 79 measurement sites in and around the city of Bern (Switzerland) that has been operated during record-dry summer 2018. 
The first goal of this study was to assess data quality and potential sources of measurement errors of the passively ventilated low-cost 
devices (LCDs) by directly comparing them to actively ventilated automated weather stations (AWS) in three differing environments 
with regard to their degree of urban metabolism. By intercomparing UHI intensities retrieved by AWS and corresponding LCD mea-
surements as well as by analysing the spatiotemporal variability of UHI magnitudes captured by the entire LCD measurement network 
across the built-up area, our second research aim was to evaluate the performance of the low-cost network in capturing intra-urban air 
temperature variability. Besides analyses over the entire study period (May 16th to September 15th 2018), we also examined an 
intense 9-days heatwave (July 30th to August 7th 2018) in order to assess the applicability of the LCD measurement approach under 
conditions with considerable thermal stress. After a critical discussion of our results, future challenges and potentials of low-cost 
measurement approaches for near-surface air temperatures in urban environments are outlined. 

2. Materials and methods 

2.1. Study area and climatology 

The city of Bern is located in the western part of Switzerland at the boundary between the pre-alpine hills and the Swiss plateau. The 
main built-up area is shared by three municipalities (Bern, Köniz, Ostermundigen) with a total of 192′850 inhabitants (FINBE, 2018). 

Fig. 1. Overview of a) land-cover (Urban Atlas; EEA, 2012) and b) topography (swissALTI3D; Swisstopo, 2017) of the study area. The 76 LCD sites of 
the measurement network (blue circles) as well as the three AWS reference sites ZOLL, AFU, and BOLL (black triangles) are shown. Map coordinates 
refer to the World Geodetic System 1984 (WGS84), which was used for the map projection in ArcGIS Pro 2.4.0 (Esri, 2019). 
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From north to south and west to east, the urban area covers about 10 by 11 km, respectively (Fig. 1a). Situated along the Aare River, the 
wider region of Bern is characterized by a complex topography stretching from 480.5 to 947.1 m a.s.l. (Fig. 1b). 

Overall, Bern’s climate is considered as temperate with an annual mean temperature of 8.8 ◦C and an average annual precipitation 
of 1059 mm for the reference period of 1981 to 2010 (MeteoSwiss, 2017). During summer months (June – August), average maximum 
temperatures vary between 21.6 ◦C (June) and 24.3 ◦C (July), whereas the mean number of heat days (Tmax > 30 ◦C) is highest in July 
(2.9 days) and August (2.1 days). Due to dominant summertime convective precipitation, the period between May and September is 
the wettest throughout the year with mean monthly precipitation exceeding 100 mm. Local-scale topography is continuously inter-
acting with meso-scale wind systems resulting from gradients between the mountains and the lowlands, whereas during calm synoptic 
situations, nocturnal slope winds advect colder air masses from the Alps (Wanner and Hertig, 1984). 

The summer 2018 was marked by persistent high-pressure patterns over Northern and Central Europe (MeteoSwiss, 2018). The 
exceptional atmospheric patterns and resulting heat and dry extremes of this summer across the Northern Hemisphere were recently 
found to be linked to anthropogenic climate change (Vogel et al., 2019). In Switzerland, nationwide average temperature of the 
summer half-year (April – September) was the highest so far measured since 1864 and only 60% of mean precipitation was registered 
compared to the climatological norm period (1981–2010). An intense 9-days heatwave that took place north of the Alps from July 30th 
until August 7th with daily maximum temperatures above 30 ◦C (MeteoSwiss, 2018) was used to analyse the LCD measurement 
approach as well as spatiotemporal UHI patterns of Bern under extreme synoptic conditions. 

2.2. Low-cost temperature measurement set-up 

From May 16th to September 15th 2018 we assessed fine-scale spatiotemporal air temperature variability across the city and its 
surroundings using 79 thermistor-based HOBO Pendant® temperature loggers. After evaluating several small-sized temperature 
loggers under laboratory conditions, the main advantages for the choice of this logger were found to be its robustness, water-proof 
design, low battery use, and moderate unit price of $48 USD. Manufacturer-reported accuracy of less than ±0.5 K (within the tem-
perature range of 0 to 40 ◦C) and resolution of 0.14 K (Onset, 2013) are comparable or better than those of temperature loggers in the 
similar price range (Hubbart et al., 2005; Gubler et al., 2018). The main drawback of this data logger is the relatively long e-folding 
time (or time constant) of 10 min for changes in ambient air temperatures due to the plastic (propylene) coating of the sensor (Table 1). 
However, with regard to the sampling rate of 10 min and subsequent hourly averaging of the instantaneous measurements, the effect of 
time lag induced biases was sought to be reduced. The storage capacity of 6′500 readings allowed for 43.5 consecutive days of data 
collection at the chosen interval. Reading out the data was done manually using an USB-interface every 30 to 40 days throughout the 
study period of 123 days. During these regular maintenance visits at each site, data were stored, sensor performance and its fixing were 
checked, shielding was cleaned, and metadata were updated. 

In order to effectively shield the sensors from solar irradiance, we developed a radiation shield composed of five highly reflective, 
white 13 × 13 cm plates made of melamine formaldehyde resin (Fig. 2). We adopted a multi-plate design that has been shown to be the 
most effective for environmental purposes (Tarara and Hoheisel, 2007). Furthermore, a similar radiation shielding was successfully 
used in a previous study (Gubler et al., 2018), albeit with a different sensor and in a different environment. The plates are held together 
by three metal threaded bars, while white plastic spacers of 2 cm between each plate ensure equal spacing. The temperature logger is 
fixed onto the lowest plate which caused the sensor to be centred at the level of the second-highest plate. Although radiation shields 
formed of several reflective and UV-resistant plastic plates effectively shield solar radiation (Young et al., 2014), aspiration of radiation 
shields is recommended at urban sites due to hindered air circulation within the shield (WMO, 2006). However, as availability of 
external power sources needed for ventilation is often limited or not available in lower price segments (e.g., solar panel) we used a 
passively ventilated design potentially allowing for circulation of ambient air between the plates. The costs for one radiation shield 
were at $14 USD, which together with the temperature logger sums up to $62 USD per LCD. 

2.3. Network design and characteristics 

Meteorological networks in urban areas may, depending on the purpose, greatly vary in terms of density and extent (Muller et al., 
2013a, 2013b). The main purpose of this study was to create a high-resolution data set of spatiotemporal air temperature variability in 
the urban canopy layer that allows for detailed evaluation of other cost-effective approaches in urban environments such as fine-scale 
climate modelling, interpolations of crowd-sourced data, and mobile measurements. This required not only to cover a heterogeneous 
mosaic of local-scale urban microclimates (Oke et al., 2017), but also to take into account topographical features as well as maximizing 
spatial coverage and density across the city. In a multistep process, we first developed a local-specific land surface classification based 

Table 1 
Technical air temperature sensor details of the low-cost measurement devices and the automated weather stations.  

Sensor type Variable Ventilation Accuracy Resolution e-Folding time (time 
constant) 

Manufacturer 

HOBO Pendant 
8 k 

Air temperature Passive ±0.53 K (0 to 
50 ◦C) 

0.14 K 10 min (airflow 2 m s− 1) Onset Computer, Bourne MA, 
USA 

Thygan VTP6 Air temperature, rel. 
humidity 

Active ±0.15 K (− 20 to 
50 ◦C) 

0.1 K 5 s (airflow 4 m s− 1) Meteolabor, Wetzikon, 
Switzerland  
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on the local climate zone (LCZ) framework (Stewart and Oke, 2012), available land cover data (EEA, 2012; AVR, 2015), information 
about building height (Swisstopo, 2017), and experts’ knowledge (e.g., urban climatologists, architects, building physicists, and urban 
planners). On this basis, potential sites showing a directionally independent microclimate (ca. 100 × 100 m) that is representative for 
the local-scale land cover mix were selected and iteratively adjusted in discussion with experts and the city administration. Final 
locations were derived after an in-situ evaluation of representativeness as well as logistical considerations related to sensor mounting. 
Except for locations sought to represent a distinct microclimate (e.g., urban pocket parks), transitional zones between land use types 
were avoided where possible. To prevent attraction and damage through vandalism, sensors were installed between 2.67 and 3.20 m 
above ground, which is above standard height of 2 m but within the acceptable range for urban canopy layer temperature mea-
surements (WMO, 2006). All devices were deployed to free-standing light posts, traffic lights, road signs, or power poles using white- 
painted metal angles of variable length depending on the pole diameter. We sought to minimize lateral heat sources by siting sensors 
away from large buildings, trees, and exhaust vents. However, due to restrictions in mounting options, a few observation sites were 
subject to a trade-off in that respect (e.g., Log_10 was deployed to a parking sign mounted on a building wall given the absence of poles 
in the middle of the street canyons within the historic centre; see supplementary material for detailed information). 

The resulting network consisted of 73 measurement sites situated within the city (ca. 35 km2) and six locations in the city’s sur-
roundings (ca. 110 km2) representing rural reference sites that should also capture regional-scale weather dynamics (Fig. 1). Average 
spacing between sites was ca. 0.6 km (nearest neighbour), whereas the density of measurement sites decreased towards the city 
boundaries. The network represented a diversity of built environments (e.g., historic vs. modern, high/mid- vs. low-rise, industry vs. 
residential), land cover types (e.g., impervious surfaces, low vegetation, forest, agricultural lands, water bodies), topographical fea-
tures (e.g., river channel, north vs. south-orientation), and points of public interest (e.g., main public transport station, public squares, 
city parks). In some cases, distance between two sites has intentionally been reduced to test for specific, local-scale temperature 
differences (e.g., park vs. concrete square, paved street vs. green avenue). The lowest site was at an elevation of 492.4 m a.s.l. and the 
highest site was situated at 656.7 m a.s.l., whereas average elevation was 547.5 m a.s.l. (SD = 24.5 m). Full metadata descriptions of 
each measurement site can be found in the supplementary material. 

2.4. Data sources 

2.4.1. Meteorological observations at reference sites 
To test the effectiveness of the low-cost data loggers and the custom-made radiation shield, parallel measurements at three 

reference sites with automated weather stations (AWS) were conducted throughout the entire study period (Table 1). Although the 
reference sites differed in terms of distance to the city centre, prevailing land cover and local climatology (Fig. 1), air temperature was 
measured by the same type of actively ventilated, high-precision coupled thermo-hygrometer (Thygan VTP6; Meteolabor, 2019) at all 
three sites. 

The first reference site (Zollikofen; hereafter ZOLL) was situated about 5 km north of the city centre in a rural environment (Fig. 1a) 
and is part of the automated observation network of the Swiss Federal Office of Meteorology and Climatology (MeteoSwiss), where the 
corresponding data was obtained from. Two LCDs were deployed at 2 and 3 m above ground (ZOLL_2m, ZOLL_3m) at a horizontal 
distance of about 6 m from the AWS. For the spatiotemporal UHI analyses, we used the ZOLL_3m as the rural reference, because this 
LCD was closer to the installation height of most sites of the urban network. In addition, we placed one data logger in a wooden 
Stevenson screen, a frequently used housing option for temperature sensors (van Meulen and Brandsma, 2008; Burton, 2014). This 
allowed for separate testing of the custom-made radiation shield against another passively ventilated shielding options and for 

Fig. 2. Design and dimensions of LCD radiation shield and temperature logger (photo credits: P. Duschletta).  
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comparisons with previous studies (e.g., Young et al., 2014). 
The second reference site (Wankdorf; hereafter AFU) was located in a suburban environment at about 2.5 km distance from the city 

centre (Fig. 1a) and is being maintained by the city’s administration for protection of the environment and air quality. The site is 
located between a soccer stadium and a school building. Surrounding land cover consisted of a mix of grass patches, paved surfaces as 
well as single trees. The horizontal and vertical distance between the LCD and AWS was about 1.5 m and 0.3 m, respectively. Note-
worthy, wind speed and direction were measured on the top of a building at a measurement height of 21.5 m above ground, which 
differs markedly from the wind measurement heights at the other two reference sites (10 and 40 m above ground). 

The third reference site (Bollwerk; hereafter BOLL) is situated within the city centre just next to the main train station (Fig. 1a). 
Located on the roof of a multi-story building approximately 30 m above street level, the AWS is being maintained and corresponding 
data are distributed by the Federal Laboratories for Materials Testing (EMPA, 2018). The LCD was deployed at a horizontal and vertical 
distance of about 1 m and 0.5 m, respectively, from the AWS. Due to the location on the roof of the building, the site represents a 
distinct microclimate as it is decoupled from the canopy layer at street level, and, even though surrounded by buildings and impervious 
surfaces, the local horizon is unconstrained. Therefore, the site may not be directly compared to other LCDs at street level and has to be 
carefully interpreted. All meteorological variables were sampled at 10-min intervals and data sets for intercomparisons were made 
available by the responsible institutions. 

2.4.2. Metadata 
Detailed network and site descriptions as well as adequate communication of metadata are crucial but often missing in many UHI 

assessments and urban meteorological networks (Stewart, 2011; Muller et al., 2013a). Here, we collected a set of metadata at each site 
to ensure reproducibility and determination of potential site restrictions or measurement errors (see supplementary material). 
Whenever possible, metadata were assessed by direct measurements or observations during deployment or maintenance visits. This 
included information about location (e.g., coordinates, elevation), mounting (e.g., type, height, distance to pole), prevalent surface 
cover (e.g., photographs, general description), urban form (e.g., dimensions, building types) and urban function (land use), topo-
graphical features (e.g., depression, orientation), local horizon (e.g., hemispherical photographs), as well as general remarks regarding 
observed changes or potential error sources (e.g., construction work). 

In addition, a set of variables relevant for local-scale climatology in urban environments (Stewart and Oke, 2012) such as surface 
cover fractions and sky view factor was retrieved from geospatial data being processed using the UMEP package (Lindberg et al., 2018) 
in QGIS 3.2.1 (QGIS Development Team, 2019). The underlying digital elevation model (swissALTI3D) as well as building information 
(swissBUILDINGS3D 2.0) were obtained from the Federal Office of Topography (Swisstopo, 2017). Land cover data originated from the 
Office for Geoinformation of the Canton of Bern (AVR, 2015) and from the Urban Atlas land cover classification (EEA, 2012). In-
formation about vegetation coverage, density, and height was based on high-resolution LIDAR data collected in 2012 (Ginzler and 
Hobi, 2015). 

2.5. Data preparation and analysis 

2.5.1. General data quality control 
Prior to statistical analysis, a multi-step quality control was applied to account for potential artefacts in the data. First, temporal 

consistency with regard to potentially missing data was checked during manual compilation of the single data records from each site 
and measurement period into one data file based on date and time steps. Then, errors that arose during data collection visits due to 
sensor’s exposure to direct sunlight when removing it from the radiation shield were identified. Thereby, the last data point before 
reading out the data records and the five subsequent data points were removed, resulting in a total of one hour (six data points) of 
missing data for each read-out. In a third step, metadata was consulted to identify and remove potentially erroneous data due to sensor 
demolishment, displacement, inadequate deployment, or significant changes of site characteristics that could bias measurements (e.g., 
temporary exhaust of warm air). Next, boxplots were analysed to locate measurements outside the range of physically plausible values. 
This plausible range was defined by maximum and minimum temperatures measured by any of the three AWS throughout the entire 
study period ±5 K (plausible range: 0.7 to 39.2 ◦C). Data points outside this range were rigorously inspected and removed from the 
analyses. For the analyses presented here, quality control showed that only one data record (Log_22) exhibited physically implausible 
temperatures reaching up to 42.6 ◦C during the afternoon of August 5th. Consequently, the corresponding period was removed prior to 
the analysis (42 data points; 12:00–18:50 Central European Time; CET). 

2.5.2. Intercomparison of LCD and AWS data 
In order to evaluate the performance of the low-cost temperature logger and the custom-made radiation shield, we conducted 

statistical analyses on pairs of hourly averaged LCD and AWS temperature records at the three reference sites (ZOLL, AFU, BOLL). For 
each comparison, AWS data were subtracted from the LCD records, which in case of positive differences (ΔT) means that the LCD 
measured higher air temperatures than the AWS and vice versa for negative ΔT. Moreover, we calculated root-mean-squared errors 
(RMSE) between the LCD and the AWS for comparability with previous studies. Assessments of 2.5- and 97.5-percentiles allowed for 
the analysis of extreme values and statements about the range of ΔT for 95% of all data points. 

Given that highest temperature differences between passively and actively ventilated radiation shields have been reported to occur 
during periods of high solar irradiance and low wind speeds (e.g., Tarara and Hoheisel, 2007; van Meulen and Brandsma, 2008; Burton, 
2014), ΔT were analysed during day- and night-time separately. Night-time (daytime) values were extracted using a threshold of 
hourly averaged solar irradiance ≤1 W m− 2 (>1 W m− 2) at ZOLL. The rural station was chosen due to the absence of artificial radiation 
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sources (e.g., street lightning) and the unrestricted horizon compared to the urban or suburban reference site. To assess contributions 
of solar irradiance and wind speed to potential daytime measurement biases, we calculated linear models based on a simplified 
correction modelling approach for unaspirated radiation shields developed by Auchmann and Brönnimann (2012). Given that po-
tential biases due to radiative heating are theoretically highest at low wind speeds, an exponentially decreasing wind term accounts for 
this effect: 

ΔT = β0+ β1
(

r
(

1–exp
(
− k
v

)))

(1)  

where ΔT is the temperature difference between the LCD and the AWS (in K), β0 is the estimated intercept (in K), and β1 denotes the 
estimated regression coefficient (K m2 W− 1) of the predictor term expressed by r being the amount of solar irradiance (in W m− 2), v 
being the wind speed (in m s− 1), and k standing for the wind attenuation coefficient (in m s− 1). k was assigned a value of 2.6 m s− 1 in 
order to fit the distribution of ΔT as suggested in Auchmann and Brönnimann (2012). Model performance was assessed by multiple R2 

as a measure of the amount of variance explained by the predictor term as well as by RMSE between modelled and measured ΔT, 
whereas the significance level of the predictors was α = p < 0.05. 

2.5.3. Evaluation of LCD measurement network 
In addition to comparisons between LCDs and AWS over the entire study period, we assessed the performance of LCDs throughout 

the intense 9-days heatwave (July 30th until August 7th 2018) based on hourly averaged temperature data. The aim of this additional 
intercomparison between LCD and AWS measurements was to evaluate the ability of the LCDs to capture air temperature variability 
under extreme synoptic conditions. Although the analysis of raw biases between LCDs and AWS (ΔT) allows for inferences about 
potential implications of the bias regarding UHI intensity assessments, the extent to which the raw biases translate into UHI magni-
tudes may remain unclear. In order to be able to make quantitative statements about the performance of the LCD measurement 
network in capturing intra-urban air temperature variability, we also calculated hourly averages of UHI-based biases (ΔTUHI) as the 
difference between UHI intensities derived from LCD temperatures and UHI intensities based on AWS data throughout the 9-days 
heatwave. Positive values of ΔTUHI stand for overestimations of the UHI intensity by the LCDs, whereas in the case of negative 
ΔTUHI, UHI intensities derived from LCD data are smaller and therefore underestimate the AWS UHI intensities. ΔTUHI was calculated 
for both pairs of available rural vs. (sub-)urban reference sites, namely BOLL vs. ZOLL as well as AFU vs. ZOLL. These intercomparisons 
of UHI intensities retrieved by LCDs and AWS (ΔTUHI), respectively, were then compared to the raw biases (ΔT) in order to assess the 
extent of over- or underestimation of the UHI magnitudes by the LCDs during day- and night-time. Moreover, the UHI bias assessment 
and its comparison with raw biases at the three reference sites was used as the basis for the (qualitative) discussion of site-specific 
factors that might have impacted the UHI intensity measurements by the LCDs at different sites of the measurement network. 

In addition to the UHI bias assessment during the heatwave, the value added by the LCD measurement network compared to the 
three existing AWS for the analysis of intra-urban air temperature variability was on the one hand examined by comparisons of UHI 
variabilities over the entire study period between the LCD network sites and those retrieved from the two AWS located within the city 
(AFU, ZOLL). On the other hand, we used spatiotemporal assessments of UHI intensities during the 9-days heatwave to evaluate 
benefits and shortcomings of the fine-scaled LCD measurement network for assessments of intra-urban air temperature variability in a 
city with complex topography. 

2.5.4. Assessment of UHI intensities 
Given that the UHI is known to be most pronounced during night, UHI intensities over the entire study period were calculated for 

night-time only (solar irradiance at AWS ZOLL ≤1 W m− 2), whereas during the heatwave, full day UHI magnitudes were assessed. The 
canopy layer UHI intensity is defined as the difference between temperature observations in the city and its rural surroundings (Oke, 
1982). However, regarding the multitude of small-scale variations in land cover and intra-urban effects influencing local temperatures 
across a city, the use of as few as two stations (urban vs. rural) is not appropriate (Stewart and Oke, 2012). A wide range of alternative 
approaches for more representative definitions of urban and rural sites have therefore been suggested: Averaging two or more stations 
with similar characteristics (Smoliak et al., 2015), site classifications based on single parameters such as fractions of impervious 
surface (Schatz and Kucharik, 2015), or classifying a site’s local climate zone based on several physical parameters (Stewart and Oke, 

Table 2 
Mean values (ΔTavg), ranges (ΔTrange), percentiles (ΔTperc), and root mean square errors (RMSE) of hourly averaged temperature differences [K] 
between LCDs and AWS at the three reference sites throughout the entire study period (May 16th to September 15th 2018). Beside overall differences 
(full day), daytime and night-time differences are shown separately.   

Overall 
ΔTavg (K) 

Overall 
ΔTrange (K) 

Overall 
ΔTperc 2.5%; 
97.5% (K) 

Overall 
RMSE (K) 

Daytime 
ΔTavg (K) 

Daytime 
ΔTrange (K) 

Daytime 
ΔTperc 2.5%; 
97.5% (K) 

Day-time 
RMSE (K) 

Night-time 
ΔTavg (K) 

Night-time 
ΔTrange (K) 

Night-time 
ΔTperc 2.5%; 
97.5% (K) 

Night-time 
RMSE (K) 

ZOLL _3m 0.55 − 0.57; 2.7 − 0.13; 1.57 0.71 0.71 − 0.57; 2.7 − 0.04; 1.67 0.85 0.23 − 0.42; 1.27 − 0.17; 0.85 0.34 
ZOLL _2m 0.5 − 0.92; 2.48 − 0.28; 1.6 0.78 0.78 − 0.77; 2.48 − 0.08; 1.7 0.95 − 0.02 − 0.92; 0.65 − 0.38; 0.28 0.21 
AFU 0.56 − 0.68; 2.53 − 0.38; 2.03 0.95 0.93 − 0.5; 2.53 − 0.23; 2.12 1.17 − 0.12 − 0.68; 0.27 − 0.45; 0.13 0.2 
BOLL 0.4 − 1.02; 2.66 − 0.3; 1.53 0.64 0.61 − 1.02; 2.66 − 0.17; 1.65 0.78 0.02 − 0.63; 0.48 − 0.37; 0.32 0.19  
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Fig. 3. Boxplots of hourly averaged temperature differences ΔT (K) throughout the entire study period (May 16th to September 15th 2018) between 
LCDs and AWS split by daytime hours (CET). Differences are shown for the LCD deployed at a) 3 m and b) 2 m above ground at site ZOLL, as well as 
at the sites c) AFU and d) BOLL. 
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Fig. 4. Boxplots of hourly averaged temperature differences ΔT (K) grouped by levels of solar irradiance and wind speed during daytime (a – h) and night-time (i – l) over the entire study period (May 
16th to September 15th 2018). Differences are shown for the LCDs deployed at 3 m (a, e, i) and 2 m (b, f, j) above ground at site ZOLL, as well as at the sites AFU (c, g, k) and BOLL (d, h, l). 
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2012). 
For this case study, we refer on the one hand to the traditional UHI definition and use the WMO-certified site ZOLL as rural 

reference station. By subtracting its LCD temperature record from those of all other observation sites, we explored spatial patterns of 
UHI intensity in detail. Except for differences in absolute temperature, UHI intensity also manifests in distinct cooling rates of the 
urban canopy layer. Due to rural sites being generally more open to the sky, rural cooling rates during the evening are generally higher 
than in urban environments due to open horizon and generally lower thermal admittance of surface materials. Conversely, urban sites’ 
horizon is often restricted (e.g., in street canyons) and thermal admittance of materials is high (Oke et al., 2017). For each mea-
surement site, we therefore also calculated cooling rates (− ΔT/Δt) as the difference of hourly mean temperatures at 18:00 and 22:00 
CET. This time interval was chosen due to the cooling gradients of near-surface air masses, at least in mid-latitudes, are assumed to be 
largest between late afternoon and early night-time (Oke et al., 2017). 

Data of three LCD measurement sites was not taken into account for the analysis of UHI intensities and cooling rates, either due to 
missing data during more than four subsequent hours (Log_14, Log_27) or the fact that the site was primarily used for reference 
measurements (Log_64) and therefore had been installed in a non-comparable setting (e.g., rooftop). As a consequence, data from a 
total 76 measurement sites was used for the UHI analysis over the entire study period as well as during the heatwave. 

Despite the relatively complex topography of the study area and resulting elevation variations across the measurement sites 
(Fig. 1), we did not correct for potential effects of elevation differences on the temperature data such as by removing the background 
air mass’ lapse rate. Although a height correction would allow for more detailed analyses of thermo-dynamical processes (e.g., cold air 
pooling) and is generally recommended for UHI studies (Stewart, 2011), the intention of this study was to precisely assess absolute air 
temperatures relevant for human comfort, which would be less realistic on the basis of potential temperatures resulting from elevation 
correction. 

Whereas all statistical analyses and corresponding illustrations were conducted using the software R x64 4.0.2 (R Core Team, 
2019), spatial patterns were investigated using maps created in ArcGIS Pro 2.4.0 (Esri, 2019). 

3. Results 

3.1. Evaluation of low-cost measurement equipment 

3.1.1. Performance of LCDs over the entire study period 
In order to evaluate performance of the low-cost measurement setup, we compared mean differences (ΔT) and root-mean-square 

errors (RMSE) between the hourly averaged LCD and AWS records at the three reference sites. Over the entire study period, the 
comparison between LCDs and AWS (Table 2) reveals positive biases with mean ΔT between 0.4 K and 0.56 K and RMSEs ranging from 
0.64 K to 0.95 K. Mean values of ΔT as well as RMSEs are lowest at the urban reference site BOLL, whereas highest biases occur at the 
suburban site AFU. During daytime, differences between the LCD and AWS are highest and result in diurnal averages of ΔT between 
0.63 and 0.93 K and RMSEs ranging from 0.78 K to 1.17 K. Hourly averaged ΔT during daytime overall varies between − 1.02 and 2.7 
K, whereas the analysis of 97.5-percentiles shows that ΔT larger than 2.12 K can be considered as outliers. Taking into account the 2.5- 
percentiles, more than 95% of hourly averaged daytime LCD temperatures differ between − 0.38 and 2.12 K from the AWS. In 
accordance with overall averages of ΔT and RMSE, daytime biases are highest at the suburban site AFU and lowest at the urban site 
BOLL. During night, differences between the LCDs and AWS are substantially smaller across all reference sites. Mean nocturnal ΔT 
varies between − 0.12 and 0.23 K with corresponding RMSEs between 0.19 K and 0.34 K. Hourly averages of ΔT during night-time 
range within a range of − 0.92 to 1.27 K. Analyses of extreme percentiles suggest that more than 95% of all nocturnal hourly aver-
ages of LCD measurements are subject to differences between − 0.45 and 0.85 K compared to the AWS data. Unlike biases during 
daytime, highest mean nocturnal ΔT and RMSEs occur at ZOLL_3m, whereas lowest differences are found at the urban site BOLL as well 
as ZOLL_2m. At the suburban site AFU and at ZOLL_2m, mean night-time ΔT is slightly negative. 

Splitting ΔT by hours of the day (CET) generally reveals similar diurnal patterns at the three reference sites (Fig. 3). During night- 
time (hours 22 to 6), ΔT is lowest with median values varying from − 0.17 to 0.33 K and relatively small variability at all sites. 
Predominantly at ZOLL_2m, BOLL, and AFU (Fig. 3b-d), median differences between LCDs and AWS turn eventually negative during 
night, indicating that LCDs measure lower temperatures than the AWS. Subsequent to sunrise (hours 7 to 12), median values as well as 
the ranges of ΔT increase rapidly at all sites. However, gradients of ΔT during the morning differ across the sites with markedly 
stronger increases at the site AFU (Fig. 3c) compared to ZOLL and BOLL (Fig. 3a-b, d). Notably, medians and extreme values of ΔT at 
BOLL (Fig. 3d) peak during the hours 9 and 10, a pattern that is not observed at the other two sites. Throughout the afternoon (hours 13 
to 17), differences between LCDs and AWS remain elevated at all sites implying LCD being predominantly higher than AWS tem-
peratures. Moreover, afternoon median and maximum values of ΔT at suburban site AFU (Fig. 3c) distinctly exceed those of the two 
other sites. During the evening (hours 18 to 21), median and range of ΔT decrease at all sites. However, these declines are strongest at 
ZOLL_2m, AFU and BOLL (Fig. 3b-d), whereas at compared to ZOLL (Fig. 3a) the decrease is less pronounced and appears to be lagged 
by a few hours. 

3.1.2. Bias source evaluation over the entire study period 
The above finding of relatively higher ΔT and RMSE between LCDs and AWS occurring during daytime compared to night-time 

suggests solar radiation as a likely source of the bias. Comparisons of boxplots of hourly averaged diurnal ΔT grouped by levels of 
solar irradiance at each reference site (Fig. 4a-d) indeed imply a positive correlation between observed temperature differences and the 
amount of solar irradiance. As such, higher medians of differences between LCD and AWS temperatures generally coincide with higher 
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Fig. 5. Temporal variability of hourly averaged a) ΔT (K) at the three reference sites (ZOLL, AFU, and BOLL) and b) ΔTUHI (K) between two pairs of reference sites (AFU-ZOLL and BOLL-ZOLL) during 
the intense heatwave between July 30th and August 7th 2018. Furthermore, c) UHI intensity (K) at all LCD sites of the measurement network, d) wind speed (m s− 1) at all three reference sites, as well as 
e) sunshine duration (min h− 1) at ZOLL and f) hourly precipitation sum at BOLL (mm h− 1) are shown. Vertical dashed lines indicate the periods used for the analysis of spatial UHI patterns (July 30th 
22:00 CET) and cooling rates (July 30th 18:00–22:00 CET; see Fig. 6). Vertical dotted lines refer to the separation between night-time (22:00–06:00 CET) and daytime (06:00–22:00 CET). 
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Fig. 6. Boxplots of hourly averaged night-time UHI intensities (K) over the entire study period (May 16th to September 15th 2018) and grouped by 
levels of wind speed retrieved from rural AWS ZOLL). UHI intensities are shown a) for all sites of the LCD measurement network, b) for the suburban 
AWS AFU, and c) for the urban AWS BOLL. 
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levels of solar irradiance. Conversely, medians of ΔT are in general lower during conditions of reduced solar irradiance. This rela-
tionship is most clearly pronounced at the site AFU (Fig. 4c) with median biases above 1 K as well as high values of ΔT (>2 K) pre-
dominately co-occurring with enhanced levels of solar irradiance (>400 W m− 2). At ZOLL_3m and ZOLL_2m (Fig. 4a-b), high values of 
ΔT (>2 K) are also registered in situations with only small amounts of solar irradiance (<200 W m− 2), and medians of ΔT level off 
(ZOLL_2m; Fig. 4b) or even slightly decrease (ZOLL_3m; Fig. 4a) at highest solar irradiance (>800 W m− 2). The pattern of BOLL 
(Fig. 4d) reveals a peak with the highest median of ΔT occurring between 400 and 600 W m− 2, whereafter the medians of ΔT decrease 
for conditions of higher solar irradiance (>600 W m− 2). Notably, one distinct negative outlier (<1 K) is observed at very low levels of 
solar irradiance (<200 W m− 2). 

Radiative biases predominantly occur in case of limited mixing causing accumulations of heat inside the radiation shield. Due to the 
multi-plate design of the LCD shielding and the absence of additional aspiration, natural ventilation by prevailing winds is likely to be 
reduced. As expected, highest values of ΔT (>2 K) coincide with low wind speeds (<2 m s− 1) during the day at all three sites (Fig. 4e-h). 
Whereas the variances of ΔT at all sites gradually decrease in response to higher wind speeds, medians of ΔT are lowest at either very 
low (0 to 1 m s− 1; ZOLL and BOLL) or very high wind speeds (5 to 6 m s− 1; AFU) and peak at wind velocities between 1 and 3 m s− 1 at 
all sites. This pattern is similarly found across all sites with only one exception relating to the negative outlier at BOLL (Fig. 4h), which 
occurs at relatively high wind speeds of 4 m s− 1. In sum, the patterns of reduced variance as well as decreasing maximum values and 
medians of ΔT in response to higher wind speeds support the reasoning of natural ventilation by prevailing winds playing an important 
role for measurement biases of the LCDs. 

Linear regression models testing the combination of solar irradiance and wind speed as main sources of daytime ΔT reveal varying 
results (Table S1). Model performance is best at the suburban site AFU with more than 82% of the variance in ΔT explained by solar 
irradiance and wind speed (adjusted R2: 0.828). At BOLL and ZOLL_2m, model performance is of similar magnitude with 54% and 64% 
of explained variance (adjusted R2: 0.54 and 0.647). Regarding the LCD deployed at 3 m above ground at the rural site ZOLL, model 
performance is considerably lower with 38% of the variance explained (adjusted R2: 0.385). 

During nocturnal absence of solar irradiance, variances of ΔT are generally reduced with increasing wind speeds at all sites (Fig. 4i- 
l). Depending on the site, the signs of the median ΔT are predominantly positive (ZOLL_3m, Fig. 4i; BOLL, Fig. 4l) or mixed (ZOLL_2m, 
Fig. 4j; AFU, Fig. 4k). Highest overall variabilities of ΔT are found at the rural sites ZOLL_3m and ZOLL_2m (Fig. 4i-j) with ΔT varying 
from − 0.42 to 1.27 K and − 0.92 to 0.65 K, respectively. Although wind speeds higher than 5 m s− 1 only rarely occurred during night- 
time, the nocturnal patterns of ΔT indicate a buffering effect of prevailing winds on LCD biases by increased ventilation of the radiation 
shield. 

Comparisons between LCD and a temperature logger housed in a wooden Stevenson screen at site ZOLL (not shown here; see 
Fig. S1) show daytime ΔT ranging from − 1.28 to 1.28 K and predominately positive medians. In alignment with findings from 
comparisons with the AWS (Fig. 4), medians and maximum values ΔT increase in response to higher amounts of solar irradiance 
(Fig. S1a). Similarly, the variance of daytime biases is reduced at higher wind speeds (Fig. S1b). Night-time differences are pre-
dominately negative and range from − 0.98 to 0.05 K (Fig. S1c). In sum, ΔT between LCD and the Stevenson screen is markedly smaller 
than when compared to the AWS. Moreover, daytime differences between LCD fixed at 3 m and LCD fixed at 2 m above ground at site 
ZOLL are overall small (range: − 0.72 to 1.12 K), and medians of ΔT turn negative as a function of higher solar irradiance (Fig. S1d). A 
similar pattern is observed at increasing wind speeds (Fig. S1e), whereas variances of ΔT are also decreasing at higher wind speeds. 
During night-time (Fig. S1f), ΔT is predominately positive (range: − 0.05 to 1.0 K) and medians as well as variances decrease in 
response to higher wind speeds, altogether indicating that differences in measurement height may be of relevance at rural site ZOLL. 

3.1.3. Performance of LCDs during heatwave 
From July 30th until August 7th 2018, the city of Bern was hit by an intense heatwave with daily maximum temperatures over 30 ◦C 

during a period of 9 consecutive days. In accordance with the findings of the evaluation across the entire study period, hourly averaged 
ΔT at the reference sites vary between − 0.6 and 2.2 K throughout the heatwave (Fig. 5a) with highest values occurring during af-
ternoon hours. This may be attributed to radiative heating and limited ventilation of the radiation shield due to reduced wind speeds 
(<1–2 m s− 1; Fig. 5d) at that time of the day. On the other hand, lowest values are registered after sunset, in the absence of pronounced 
wind velocities, during daytime periods of reduced sunshine (Fig. 5e), and in co-occurrence with precipitation events (Fig. 5f). 
Although daily variations of ΔT appear to be similar at all three reference sites, daytime ΔT at suburban site AFU are up to 0.5 K higher 
than those at the other two sites. In line with the findings across the entire study period, this could be explained by generally lower 
wind speeds recorded at this AWS during daytime leading to poor ventilation of the radiation shield (Fig. S2b). In addition, the 
decrease in ΔT after sunset at rural site ZOLL appears to be lagged and results in relatively higher (up to 1 K on August 5th) nocturnal 
biases than at the two other sites. Comparison with prevailing winds shows that this lag predominantly occurs in situations with 
reduced wind speeds (<2 m s− 1). Inter-site differences with diurnal maxima of ΔT are generally highest at site AFU and lowest at site 
ZOLL (Fig. 5a) and indicate a potential contribution of site-specific factors on LCD air temperature records. This is further strengthened 
by noticeable decreases of ΔT at the site BOLL during early afternoons coinciding with elevated wind speeds (Fig. 5d). 

Comparisons of UHI intensities (ΔTUHI) derived from LCD and AWS data (Fig. 5b) reveal differences varying between − 1.6 and 1.8 
K, whereas during daytime, ΔTUHI is predominately positive and subject to marked variability (range: − 1.6 to 1.8 K). Largely in line 
with positive ΔT at the reference sites (Fig. 5a), the general overestimation of UHI intensities by the LCDs during daytime is likely 
linked to radiative heating and poor ventilation of the LCD radiation shield. However, daytime ΔTUHI also show distinct patterns 
depending on the pair of reference sites considered (Fig. 5b). As such, ΔTUHI derived from BOLL vs. ZOLL regularly decrease and 
eventually turn negative around noon or during early afternoon, whereas ΔTUHI from AFU vs. ZOLL remain positive throughout the 
afternoon hours. This might be attributed to differences in wind speed between the urban (BOLL) and suburban (AFU) reference sites. 
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Wind speed is markedly higher at BOLL during noon and afternoon hours than at AFU (Fig. 5d). Abrupt minima of negative ΔTUHI 
observable for both pairs of sites during afternoon and early evening hours seem to be either the product of sudden changes in 
meteorological conditions (Fig. 5d-f; e.g., solar irradiance on July 30th, or precipitation and wind on August 1st) or to be related to site- 
specific local-scale factors influencing the rural site ZOLL (e.g., on August 3rd), whose temperature records were used for the 
calculation of both pairs. During night-time, variability of ΔTUHI is markedly lower (range: − 1.1 to 0.4 K) and predominately negative, 
which indicates an underestimation of the UHI intensity by the LCD measurements. This pattern likely reflects reduced ΔT in absence 
of solar irradiance (Fig. 5a), although negative ΔTUHI being more pronounced for the pair AFU vs. BOLL also points towards differences 
in site-specific characteristics. 

3.2. Application of LCD measurement network for UHI assessment 

3.2.1. UHI variability over the entire study period 
To explore the applicability and performance of the LCD measurement network, we calculated and compared nocturnal UHI in-

tensities over the entire study period between the two urban-rural pairs of AWS (AFU vs. ZOLL and BOLL vs. ZOLL) as well as between 
the LCD at the rural reference site ZOLL_3m and all other LCD sites (Fig. 6). UHI intensities from the LCD measurement network 
(Fig. 6a) range between − 6.13 and 6.74 K with the highest median and maximum UHI intensities being recorded during conditions 
with very low wind speed (0 to 1 m s− 1). Variance is found to be highest with low wind (1 to 2 m s− 1) and generally decreases with 
increasing wind speed, which very likely reflects the effect of advection and stronger atmospheric turbulence that lowers intra-urban 
air temperature variability. UHI intensities recorded by the suburban AWS AFU (Fig. 6b) and by urban AWS BOLL (Fig. 6c) vary from 
− 1.5 to 5.47 K and − 0.5 to 5.87 K, respectively. Following from this, UHI intensities assessed at the two AWS show a markedly lower 
variability than those retrieved from the LCD measurement network, which holds particularly true for negative UHI magnitudes, a 
situation very rarely recorded at the two AWS. In accordance with the LCD pattern, however, median UHI intensities from the AWS are 
highest with low wind speeds (0 to 1 m s− 1) and maximum UHI variances are recorded at wind speeds of 1 to 2 m s− 1. It should be noted 
that the condition of high wind speeds (5 to 7 m s− 1) occurred only once, and the meaningfulness of comparisons between LCD and 
AWS UHI intensities is thus limited due to incomplete boxplots. 

3.2.2. UHI variability during heatwave 
In order to analyse the applicability of the LCD measurement network in a situation with considerable heat stress synoptically 

extreme situation, we assessed the spatiotemporal UHI variability during the intense 9-days heatwave (July 30th until August 7th 
2018). Throughout this period, UHI intensities vary considerably (Fig. 5c) with maximum values up to 5.5 K typically occurring 
between sunset and midnight, as well as in the early morning before sunrise. During five out of eight investigated nights, UHI in-
tensities of 4 K or more are being recorded at 17 LCD sites. Regarding the meteorological parameters measured at the three AWS, these 
elevated nocturnal UHI intensities may be interpreted as a consequence of high amounts of solar irradiance during the previous day 
(Fig. 5e) and low wind speeds at night (Fig. 5d). Conversely, night-time UHI magnitudes are less pronounced after days with limited 
sunshine or prevailing winds. Negative UHI intensities, implying lower temperatures at the corresponding LCD sites compared to the 
rural reference site, are generally more pronounced during afternoons and early nights. The heatwaves’ minimum UHI intensity of 
− 5.9 K is registered around sunset of July 30th, whereas highly negative UHI magnitudes generally tend to co-occur with changes in 
meteorological conditions such as enhanced variability of wind speed or solar irradiance recorded at the AWS. 

To assess spatial characteristics of Bern’s UHI during the heatwave, we focussed on the UHI intensity at 22:00 CET on July 30th 
(Fig. 7). High UHI intensities of 4 to 5.5 K are mainly recorded in densely built-up areas of downtown districts (LCZ 2) as well as within 
adjacent residential areas (LCZ 5 and 6; Fig. 7a). Although UHI intensity is generally moderate (1 to 2.5 K) in suburban areas with 
higher portions of vegetated surfaces, this pattern is not consistent with regard to several locations in the eastern and southern parts of 
the city showing distinctly higher values of the UHI between 2.5 and 4 K. Except for one site being located in a residential area, these 
measurement locations are situated in industrial and commercial districts as well as adjacent to highways. On the other hand, rela-
tively less pronounced UHI magnitudes are also found to occur at sites close to the city centre. As a result, steep gradients of UHI 
intensity occur within relatively short distances of several 100 m. Moderately positive and negative UHI intensities (− 2.5 to 1 K) are 
mostly restricted to open spaces with low vegetation (e.g., parks, allotment gardens, cemetery) and forests. Similar negative UHI 
intensities are observed at sites along the river channel crossing the city, which are characterized by the lowest elevations of the study 
area and are thus prone to rapid cold air accumulations. Minimum UHI intensity (− 3.4 K) is registered at the most western site being 
situated in a local topographic depression. Due to ΔTUHI of about 0.5 K being found at 22:00 between LCD and AWS at ZOLL (see 
Fig. 5b), resulting UHI intensities might even be slightly higher for many sites as the LCD-based UHI intensity is underestimated. 

In addition to the analysis of hourly averaged maximum UHI intensity after sunset (22:00), mean hourly cooling rates (− ΔT/Δt) 
from late afternoon to early night (18:00–22:00 CET) were calculated (Fig. 7b). Hourly cooling rates overall range from − 0.9 to − 3 K 

Fig. 7. Spatial variability of UHI characteristics during late afternoon and early night of July 30th across the LCD measurement network and 
different land cover types (Urban Atlas; EEA, 2012). UHI intensity a) denotes differences of hourly average temperatures (K) at 22:00 CET between 
LCD at rural site ZOLL and all other LCD sites (local time; CEST), whereas cooling rates b) are defined by mean differences between hourly averaged 
air temperatures at 18:00 and 22:00 CET (Kh− 1) at all sites. Map coordinates refer to the World Geodetic System 1984 (WGS84), which was used for 
the map projection in ArcGIS Pro 2.4.0 (Esri, 2019). 
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h− 1 with a tendency for stronger cooling towards the outer parts of the city. Highest cooling rates (− 2.4 to − 3 K h− 1) are being 
observed at five sites, of which one is situated in the above mentioned local topographic depression and four in the river valley. On the 
other hand, moderate cooling (− 1.6 to − 2.4 K h− 1) occurs mostly at rural sites, in suburban areas, residential or recreational sites with 
high portions of vegetation, and along the river channel. Low cooling rates (− 0.9 to − 1.6 K h− 1) are particularly found within the city 
centre, in densely built-up residential areas, across commercial and industrial districts, and at forested sites. However, some sites in the 
outlying districts east and west of the city centre are also subject to low cooling rates. Thus, patterns of cooling rates seem to be 
characterized by pronounced inter-site heterogeneity depending on fractions of vegetated surfaces and of built-up areas. In addition, 
topography likely also contributes to cooling variability as sites along the river channel, and some of the rural sites in the western parts 
of the study area differ markedly from neighbouring sites. 

With regard to the UHI characteristics at the LCD located at the two AWS sites (ZOLL, AFU) used in the UHI analysis, it can be noted 
that the UHI intensities (Fig. 7a) as well as cooling rates (Fig. 7b) being recorded there are on the one hand representative for com-
parable settings in terms of topography and land cover. On the other hand, the two AWS locations only represent a small fraction of the 
UHI characteristics captured by the entire LCD network, in particular with regard to densely built-up areas and topography. 

4. Discussion 

4.1. Performance of LCDs 

Intercomparisons between LCDs and AWS over the entire study period revealed positive mean biases at all three reference sites 
(Table 2), whereas ΔT was substantially larger during daytime compared to night-time (Fig. 3a-d). With regard to maximum daytime 
ΔT, several studies reported a bias >2 K (Hubbart et al., 2005; Nakamura and Mahrt, 2005; Young et al., 2014; Bell et al., 2015), which 
is within a similar range as our finding of extreme biases up to 2.7 K. However, these extreme biases did not occur systematically and 
may be a result of short-term disturbances. Observed mean diurnal ΔT of 0.61 to 0.93 K throughout the entire study period exceed 
former findings of 0.2 to 0.3 K (Richardson et al., 1999), 0.39 K (Nakamura and Mahrt, 2005), 0.42 K (Mauder et al., 2008), or 0.1 K 
(Young et al., 2014). Only Bell et al. (2015) reported similar or even higher mean daytime biases (0.9 to 2.1 K) for some of the 
evaluated citizen weather stations. The mean biases of the LCDs were almost twice as high as the measurement accuracy of the sensor 
as stated by the manufacturer (0.53 K). Throughout the heatwave (Fig. 5a), hourly averaged ΔT usually peaked during daytime with 
daily maxima between 0.7 and 2.2 K depending on the reference site. Although the performance of the LCDs, at least during daytime, 
appeared to be lower compared to other low-cost shielding and sensor types, the sources of the resulting biases are well understood. 
Based the amount of solar irradiance and prevailing wind speed, ΔT could be considerably well modelled by linear regression models at 
all sites (Table S1) with remaining residual standard errors (0.3 to 0.36 K) at similar magnitudes than previously presented lower cost 
sensors and radiation shields. Consequently, the here presented LCD measurement approach can be considered to capture diurnal air 
temperatures in urban environments at comparable accuracies given the availability of radiation and wind data that may be used for 
subsequent modelling and correction of the bias. 

During night-time, when the emission of longwave radiation dominates the energy balance of the radiation shield, mean ΔT be-
tween LCDs and AWS over the entire study period were markedly lower with − 0.12 to 0.23 K (Table 2; Fig. 3). Throughout the 
heatwave, nocturnal biases predominately varied between − 0.5 and 0.5 K, with a few exceptions at the rural site ZOLL (Fig. 5a). These 
deviations correspond with nocturnal biases presented in previous studies (Anderson and Baumgartner, 1998; Nakamura and Mahrt, 
2005; Mauder et al., 2008). Given that the observed mean ΔT were within the sensor-specific accuracy, we argue that our low-cost 
measurement equipment is suited for the evaluation of nocturnal air temperature variability in urban environments. 

Comparability of measurement errors across existing intercomparison studies of LCDs is limited by the heterogeneity regarding 
reference sensor used, shielding type, measurement location, weather conditions, and length of the study period (Huwald et al., 2009). 
For instance, one of the few evaluations of low-cost sensors and radiation shields designed for the use in urban environments (Young 
et al., 2014) was based on comparisons with a reference sensor being housed in a Stevenson screen. Although having been used as 
standard radiation shielding by many meteorological services throughout the last century, this type of naturally ventilated radiation 
screen was shown to be similarly subject to significant measurement biases due to radiative heating and poor ventilation (van Meulen 
and Brandsma, 2008; Burton, 2014). In view of our finding of substantially smaller ΔT of LCD when compared to a Stevenson screen 
(Fig. S1a–c), this suggests that the relatively small temperature biases found by Young et al. (2014) would most probably be higher if 
compared to an actively ventilated reference sensor. As a consequence, biases of low-cost sensors and naturally ventilated radiation 
shields should be interpreted with caution depending on the specific contexts of the comparison and the intended field of application. 
To allow for meaningful comparisons of different shielding and sensor types, intercomparisons would therefore need to be conducted 
on a standardized basis with similar reference instruments (e.g., actively ventilated temperature sensor), during periods of comparable 
climatology (e.g., summer months), at similar reference sites (e.g., WMO-compliant weather stations), and at similar reference heights 
(e.g., 2 or 3 m above ground). 

4.2. Sources of LCD biases 

In line with results from existing studies examining the performance of Gill-like, naturally ventilated radiation shields (Hubbart 
et al., 2005; Nakamura and Mahrt, 2005; Tarara and Hoheisel, 2007; Mauder et al., 2008; Young et al., 2014), the combined effects of 
incident solar irradiance and low wind speed were found to be significant sources of LCDs biases during daytime hours (Fig. 4a-h; 
Table S1). Consequently, LCD performance during the day generally decreased in response to high solar irradiance and low wind 
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speeds. However, non-linearity of the observed patterns, distinct extreme biases of more than 2.5 K occurring at reduced amounts of 
solar irradiance, and differences regarding direction and amplitude of nocturnal biases suggest additional factors could have poten-
tially affected LCD temperatures at the three reference sites. 

First, the sites differed significantly with regard to parameters influencing micro- and local-scale air temperature variability. At the 
urban site BOLL, LCD and AWS were placed on the roof of a tall, free-standing building with a sky view factor close to one. Hereby, this 
site was decoupled from the urban canopy layer and rather representative for dynamics of the roughness sublayer stretching from 
ground up to two to five times the building height (Oke et al., 2017). Consequently, temperature measurements at this site were 
probably influenced by processes occurring at larger scales such as wind patterns evolving from topography and regional-scale at-
mospheric dynamics. This may on the one hand explain the lowest averages of ΔT over the entire study period recorded at this site, 
because natural ventilation by prevailing wind was arguably most effective given the absence of obstacles such as buildings or trees. 
Supporting this, mean wind speed throughout the entire study period was highest at BOLL with 1.93 m s− 1. On the other hand, the 
diurnal pattern with a peak of ΔT during daytime hours 9 and 10 (Fig. 3d) could likely be the result of daily cycles in wind patterns 
(Fig. S2c). These showed a marked increase in wind speed between daytime hours 10 and 11, which may have led to more efficient 
ventilation and the less pronounced biases during subsequent (afternoon) hours. The underlying cause for these diurnal wind cycles 
could be attributed to the “shallow Bise”, an orographically induced, daily wind pattern typically occurring during summer in the Swiss 
lowland (Wanner and Furger, 1990). Conversely, wind velocities were significantly reduced at suburban AFU, a site being closely 
surrounded by buildings up to 39 m and trees. This was reflected in the lowest average wind speed over the entire study period (1.31 m 
s− 1), in lowest maxima of hourly averaged wind speeds, as well as reduced diurnal wind speed variability (Fig. S1b). As a result, 
surrounding objects likely sheltered the site from prevailing winds and thereby limited natural ventilation of the radiation shield, 
which may have resulted in the highest mean diurnal ΔT (Table 2), the marked daily amplitude of ΔT (Fig. 3c), and the highest daily 
maxima of ΔT during the heatwave (Fig. 5a) when compared to the other reference sites. Importantly, this site was probably most 
representative for the majority of sites of the measurement network being situated in the central and suburban parts of the city. As a 
consequence, magnitude and temporal patterns of ΔT at many sites were probably similar to those at AFU, which implies potential 
measurement biases reaching up to 2.5 K during calm and sunny conditions at numerous measurement locations. At rural site ZOLL, 
which is located within an open field, mean diurnal ΔT was moderate (Table 2) potentially due to relatively unrestricted wind flow 
with 1.78 m s− 1 on average over the entire study period. However, a few extreme biases (>2 K) during early evening hours (Fig. 3a) as 
well as a distinct pattern of predominately positive biases during night-time as well were observed at ZOLL_3m (Fig. 4i). Given that 
these biases decreased in response to higher wind velocities, limited mixing of air could be a likely source. To control for measurement 
biases arising from vertical mixing and differing measurement heights, one additional LCD was deployed at 2 m above ground 
(ZOLL_2m). Intercomparisons between nocturnal temperatures measured at the AWS and the LCD at 2 m showed that positive biases 
were markedly reduced (Fig. 4j), whereas differences between the LCD at 3 m and the LCD at 2 m were consistently positive (Fig. S1f). 
This indicates that during nights with low wind speeds, air temperatures were lower at 2 m compared to 3 m above ground, which may 
be explained by strong radiative cooling of the ground and near-surface air layers leading to a surface-based temperature inversion at 
rural sites (Oke et al., 2017). Under calm conditions with absent vertical mixing, temperatures therefore decrease with increasing 
distance from the ground. Due to limited radiative cooling because of restricted horizons (e.g., in street canyons), higher mechanical 
turbulence, and higher thermal admittance of urban fabrics (Oke et al., 2017), vertical temperature gradients are usually less pro-
nounced in urban environments. As a consequence, differences in measurement heights are supposed to be of less importance at urban 
and suburban sites (Nakamura and Oke, 1988). However, given that rural reference sites play a key role for many UHI analyses, it is 
necessary to take into account potential biases arising from different measurement heights (Nakamura and Mahrt, 2005). In addition, 
our results highlight the importance of conducting parallel measurements at more than one site. By choosing multiple sites for the 
evaluation of low-cost sensors and radiation shielding designed for the use in urban environments, statements about their performance 
would be much more robust. With regard to the absence of measurement bias evaluation in many previous UHI studies using naturally 
ventilated radiation shields (e.g., Svensson and Eliasson, 2002; Schatz and Kucharik, 2015; Smoliak et al., 2015; Skarbit et al., 2017) 
and bias analyses based on one single reference site (Young et al., 2014), future urban climate studies using low-cost measurement 
devices should address these shortcomings by providing details about sensor and radiation shield reliability throughout the mea-
surement period. 

Second, inter-site differences with regard to the longwave radiation balance could have affected LCD temperature measurements. 
Longwave radiation fluxes may significantly differ between urban and rural environments with usually higher proportions of incident 
longwave radiation in urban environments (Oke et al., 2017). Following from this, LCD sensors at the sites BOLL and AFU may have 
been particularly subject to incident longwave radiation emitted from surrounding objects (e.g., paved surfaces, building walls) that 
could have resulted in generally higher biases during daytime. During night-time, the emission of longwave radiation dominates the 
surface radiation balance of the sensor and shield (Nakamura and Mahrt, 2005), which in turn could explain the eventually negative 
ΔT at night (Fig. 3). As dusring daytime, nocturnal longwave radiation emitted from surrounding urban structures (e.g., streets, 
buildings) may have impacted the LCD measurements and might thus also explain positive biases found during night-time. However, 
this process would only be of relevance during clear nights when the longwave radiation balance in urban settings differ significantly 
from rural settings (Oke et al., 2017). Assuming that the energetic bias introduced by longwave radiation fluxes is equalized by 
turbulent exchange, reduced ventilation of the LCD radiation shield could have therefore favoured longwave radiative cooling as well 
as heating, which is supported by our finding reduced variances of ΔT with increasing windspeeds across all three reference sites 
(Fig. 4i-l). 

Third, time lags between the LCD and the AWS measurements could have been responsible for the observed single extreme biases 
occurring at ZOLL and BOLL during daytime (Fig. 3a, c). One of the main drawbacks of the temperature sensor used in this study was its 
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relatively long e-folding time of 10 min due to a plastic coating. Although raw temperature data sampled at 10 min intervals has been 
aggregated into hourly averages, rapid changes in air temperature may still have resulted in temporal lags of the LCDs when compared 
to the quickly responding AWS (5 s). Apart from scattered and broken clouds, such rapid changes may for instance have occurred 
during or subsequent to precipitation events, where evaporation of water from the falling raindrops could have led to rapid cooling of 
the ambient air (Byers et al., 1949). Conversely, instantaneous rain downpours quickly followed by sunshine, potentially combined 
with evaporative cooling of water on the LCD radiation shield or on surrounding surfaces, could have induced rapid warming of the 
ambient air that could be responsible for negative differences between LCDs and AWS. However, UHI analyses generally focus on 
periods of clear-sky and dry conditions (Stewart, 2011), which would exclude periods of variable atmospheric conditions related to 
cloudiness or precipitation events. To overcome measurement biases due to time lags, temperature sensors with shorter e-folding (or re 
times should be used. 

Fourth, extreme temperature biases could arise as a result of direct incident solar irradiance on the sensor. This could either be due 
to low sun angles (Anderson and Baumgartner, 1998) or to the reflection of solar radiation by surface materials with a high albedo 
(Huwald et al., 2009). Given that the extreme biases found at the reference site were not systematic, that they predominately occurred 
at low wind speeds, and that none of the reference sites’ surfaces were composed of bright materials, we assume the probability of this 
bias source to be rather low. However, air temperature measurements within specific urban environments (e.g., street canyons, 
parking spaces) could indeed be subject to radiative biases due to reflected solar radiation from windows, cars, bright urban surfaces, 
or traffic signs. Therefore, a detailed data quality control with a special focus on physically implausible values is strongly recom-
mended prior to the analysis of urban temperature data. 

4.3. Opportunities, challenges, and improvements of the LCD measurement approach 

The goal of this study was to evaluate a low-cost approach for high-resolution air temperature measurements in cities. The here 
presented combination of an inexpensive, self-contained data logger and a custom-made, naturally ventilated radiation shield con-
sisting of widely available components offers several benefits: 

First, instrumentation costs for one LCD (~$62 USD) were of similar magnitude (~$61 USD, Hubbart et al. (2005)) or significantly 
lower than low-cost approaches presented in previous studies (~$150 USD, Young et al. (2014)). The low costs facilitate the acqui-
sition of a multitude of sensors that could enable detailed pictures of spatiotemporal variability of urban air temperatures. Such highly 
resolved data sets may pave the ground for numerous applications, which include urban climate model evaluations, quality assess-
ments of crowdsourced data, planning and monitoring of heat mitigation options, as well as outreach and education efforts (Chapman 
et al., 2015). Given that high instrumentation costs may have contributed to the striking underrepresentation of UHI studies from cities 
in Latin America, Africa, or South Asia (Stewart, 2011), our approach may not only contribute to expanded data coverage, but also to 
deeper understandings of urban climatology and the development of climate change adaption measures across cities and regions with 
limited financial resources. In particular with regard to estimated increases in urban population of up to 68% of the world’s population 
by 2050 (United Nations, 2018) and future climate projections pointing towards more frequent, intense, and longer heatwaves (IPCC, 
2014), cities in these regions will be facing major challenges regarding adaptation to increasing heat exposure (Bastin et al., 2019). 

Second, the self-sufficient and robust temperature logger in combination with its low battery use allowed for continuous mea-
surements and safe storage of data at various time intervals. Although LCD data had to be read out manually and thus cannot be used 
for real-time applications, chances of missing data and potential sensor failures may be minimized through regular maintenance visits. 
The issue of interrupted data transmission has been reported by Chapman et al. (2015), whose low-cost temperature sensors trans-
ferred data in real-time using municipal Wi-Fi networks. Out of 83 sensors having been installed throughout Birmingham, 73 failed to 
regularly transmit data due to battery-related problems, server issues, and weak Wi-Fi connections. This underlines the advantages of 
using independent temperature loggers without major installation restrictions regarding connectivity to networks or power supply. 
However, the issue of data transmission failures could also be addressed by combining (near) real-time connectivity via Wi-Fi and an 
internal storage within the same sensor. Such measurement devices would thus integrate the advantages of both technologies and 
thereby minimize the risk of missing data. Another potential arises from the increasingly implemented and studied data transmission 
technologies based on long range wide area networks (LoRaWAN; Cotrim and Kleinschmidt, 2020). Due to its relatively low power 
demand and the growing number of public and open-source gateways, the technology offers various advantages regarding real-time 
and low-cost measurement approaches of atmospheric parameters in cities (Johnston et al., 2019; Basford et al., 2020). 

Third, temperature data recorded by the LCDs during night-time was found to be reliable when compared with automated weather 
stations (Figs. 3–5). Given that nocturnal heat stress is of similar relevance for human health than thermal stress during the day 
(Murage et al., 2017), detailed information about night-time UHI intensity may be crucial for the identification of hot spots within 
urban environments. Based on this, urban planners and municipalities can develop, implement, and monitor options for cooling 
strategies at variable scales. 

However, our results also revealed several shortcomings regarding the use of LCD approach that should be carefully addressed and 
possibly improved in future studies dealing with low-cost air temperature measurements in urban areas. With regard to the marked 
measurement biases in situations of high solar irradiance and low wind speeds, active ventilation of the radiation shield could 
significantly reduce short- and longwave radiative biases of the LCDs. Nevertheless, artificial aspiration requires additional power 
supply, which may conflict with the choice of appropriate measurement locations and/or instrumentation costs. One possibility to 
overcome these issues could be the integration of a small, low-voltage fan coupled with a low-cost solar panel, which are available for 
less than $15 USD. This would allow for at least part-time ventilation of the radiation shield in presence of solar irradiance, which has 
been shown to significantly reduce radiation biases (Richardson et al., 1999). The development and evaluation of part-time ventilated 
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air temperature measurement devices could therefore be an important avenue for future research. 
Another option to increase quality and reliability of daytime temperature data retrieved by LCDs are corrections of radiative biases 

based on a combination of modelling and observations. Taking into account parallel measurements of incoming solar irradiance and 
wind speed, we showed that a simple linear regression modelling approach may explain large portions of the variance of the mea-
surement bias (Table S1). Consequently, similar approaches could be used for bias correction of naturally ventilated radiation shields, 
which has been demonstrated in previous studies (Anderson and Baumgartner, 1998; Nakamura and Mahrt, 2005). In addition, the 
inclusion of the radiation shield’s geometry (Mauder et al., 2008) and the albedo of the underlying surface (Huwald et al., 2009) has 
been shown to further improve empirical correction models. However, this approach supposes the existence of observations of wind 
speed and solar irradiance within close distance to the location of corresponding temperature measurements (Mauder et al., 2008). 
Given the marked differences of measurement biases we found across the three reference sites (Fig. 3 and 4) and the potentially strong, 
small-scale heterogeneity of wind patterns and radiation balances in urban environments (Oke et al., 2017), this would imply parallel 
wind and radiation measurements at a multitude of sites within a city. Thus, future research on low-cost air temperature measurement 
approaches should focus on this issue by establishing additional meteorological reference sites in different environments with respect 
to urban metabolism and by conducting intercomparisons of low-cost measurement equipment at these sites. To ensure data quality 
and the absence of site-specific, systematic biases in the data records, such additional urban reference sites should be operated for at 
least more than one year (WMO, 2014). 

Contrastingly, the number of measurement sites needed for the corrections could be reduced by choosing locations with wind flow 
and radiation conditions being representative for a variety of urban microclimates. In view of the potentially high instrumentation and 
maintenance costs associated with that, estimates of local radiation budgets and wind patterns retrieved from micro- and local-scale 
modelling approaches could provide a cost-effective alternative. A further option would be to use crowd-sourced wind measurements 
in order to detect times and locations of low wind speeds. However, this would imply improvements in data quality controls given that 
crowd-sourced wind data seem to be prone to errors in periods of very low wind speeds (Droste et al., 2020). In sum, we aim to 
highlight the need for stronger efforts regarding the evaluation of low-cost measurement approaches in urban environments to be 
addressed in future UHI and urban climate studies. 

4.4. Applicability of LCD measurement approach for UHI analyses 

Apart from evaluating the performance of the LCD approach when directly compared to AWS, we also intended to analyse its 
suitability for the detection of spatiotemporal UHI characteristics intensities across Bern over the entire study period and during an 
intense 9-days heatwave. During the heatwave, patterns of ΔTUHI and ΔT were generally in good agreement with regard to the di-
rection and variability of the biases (Fig. 5a-b). However, this is not surprising as ΔTUHI is a function of ΔT at the reference sites, and 
patterns of ΔTUHI therefore reflect a combination of similar sources for the observed biases. Following from this, daytime UHI in-
tensities derived from LCD temperatures were subject to considerable overestimation (up to 1.8 K) and marked variability likely due to 
radiative heating and poor ventilation, rapid changes in meteorological conditions, and site-specific characteristics (see discussion 
above). Conversely, nocturnal UHI magnitudes derived from LCDs underestimated those from AWS by up to 1.1 K, which might be 
attributed to differences regarding wind speed, the longwave radiation balance, or the measurement height at ZOLL. In summary, the 
analysis of ΔTUHI showed on the one hand that nocturnal UHI intensities retrieved from LCD temperatures are more reliable than 
daytime UHI magnitudes. On the other hand, it highlights the importance of not only addressing raw biases for sensor in-
tercomparisons, but also to look at how these biases may translate into a specific application of urban air temperature measurements 
such as analyses of UHI intensities. 

Comparisons between UHI intensities calculated from the LCD measurement network data (Fig. 6a) and those retrieved by the AWS 
at the two reference sites (AFU and BOLL; Fig. 6b-c) confirmed the assumption of multiple measurement sites being more represen-
tative for the intra-urban air temperature variability than by only a few pairs of urban-rural sites (Stewart and Oke, 2012). Although 
the overall UHI pattern as a function of wind speed as well as the variance of positive UHI intensities was quite well reflected by the two 
AWS stations, the vast majority of negative UHI intensities’ variance was not represented by these. Similarly, analyses of spatial UHI 
characteristics during the heatwave revealed that the LCD network captured a much wider spectrum of UHI intensities and cooling 
rates as the LCDs at the two AWS (ZOLL and AFU) only (Fig. 7). In view of the relevance of the detection of local-specific hot and cool 
spots for urban planning and development (Oke et al., 2017), our results highlight the potential of cost-effective and fine-scaled 
networks of urban air temperature monitoring sites such as reported here. This holds particularly true for cities with complex 
topography and small-scale heterogeneity of microclimates, and similar approaches in comparable cities should thus be tackled in 
future research. 

Over the entire study period, nocturnal UHI magnitudes between − 6.13 and 6.74 K were registered at the LCD sites of the network 
(Fig. 6a). Although little work has been published about UHI intensities of Swiss cities (except for Basel: see Parlow et al., 2014 and 
Wicki et al., 2018), this finding is generally in line with the few previous UHI studies for the city of Bern. Several stationary and mobile 
air temperature measurement campaigns conducted almost 40 years ago by Wanner and Hertig (1984) revealed maximum temper-
ature differences between urban and rural areas of 5 to 6 K, which peaked between late afternoon and early night. However, 
comparability with our measurements is limited due to missing information about specific measurement locations and sensor types 
used. More recently, an analysis of long-term air temperature records (2004–2016) retrieved from pairs of rural and urban weather 
stations across five Swiss cities reported maximum UHI intensities between 5 and 7 K for Bern during calm summer nights (Gehrig 
et al., 2018). Similar to our temporal UHI analyses during the heatwave, maximum differences between the city centre and the rural 
surroundings of Bern during summer were found to occur in early night around 22:00 CET. Despite methodological concerns regarding 
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direct comparability due to missing details about the different sensor types used, changes in measurement locations, and the venti-
lation of radiation shields, this supports the plausibility and validity of the UHI intensities observed by the LCD measurement 
approach. However, taking into account the likely underestimation of nocturnal UHI intensities by the LCDs due to the above- 
mentioned factors at the rural reference site ZOLL, UHI magnitudes over the entire study period might have even encompassed 7 K. 

Although a number of studies found that UHI intensities during periods of extreme heat are as strong or stronger than summer 
background conditions (e.g., Meir et al., 2013; Li et al., 2015; Schatz and Kucharik, 2015) due to combined effects of hot days 
coinciding with clear skies, calmer winds, drier soils, and a larger fraction of energy being partitioned into sensible heat (Oke, 1982; 
Oke et al., 2017), the comparison of LCD-based UHI intensities from the entire study period (− 6.13 to 6.74 K; Fig. 6a) with those of the 
9-days heatwave (− 5.9 to 5.5 K; Fig. 5c) reveals that the synoptic conditions during the heatwave did not reflect the full spectrum of 
night-time UHI magnitudes of Bern throughout the summer months. Given the considerable variability of ΔT and ΔTUHI we found at 
the three reference sites during the heatwave (Fig. 5), it may be argued that rapid changes in air temperatures due to sudden shifts of 
atmospheric background conditions (i.e. wind gusts, precipitation events) at the rural reference site ZOLL could have occasionally 
resulted in stronger UHI intensities. Another potential explanation for the discrepancy between maximum UHI intensities could be 
found in local-specific, short-term heat sources (e.g., refrigerated trucks or construction work) situated close to an LCD site within the 
city. However, the exceptional climatological conditions during the record-dry summer could also have contributed to temporarily 
higher maximum UHI intensities than measured during the heatwave due to dry soils and subsequent limitations in latent heat fluxes. 
Following from this, the detection of synoptic conditions and site-specific circumstances leading to maximum UHI intensities reported 
here would require in-depth analyses and inclusion of additional data sources that could be envisaged in future studies. 

Spatial patterns of UHI intensity during the heatwave (Fig. 7a) are in good agreement with what to be expected from theory (Oke, 
1982; Oke et al., 2017) and previous studies (see Stewart, 2011 for an overview). Accordingly, higher UHI generally occur in densely- 
built areas of a city such as the city centre, residential areas, commercial, and industrial districts, whereas temperature differences 
compared to the rural surroundings are lower in sparsely built and more vegetated parts of city (e.g., parks, forests, suburban resi-
dential areas, recreational areas). However, low nocturnal UHI magnitudes along the river channel suggest that local topography likely 
affected spatial air temperature variability across Bern. As such, cold and dense air masses accumulate within topographical de-
pressions during calm conditions and thereby promote the formation of local inversion layers (Lareau et al., 2013). In the case of Bern, 
topographical effects on air temperature and UHI patterns are of particular interest due to the distinct river channel crossing the city 
from southeast to northwest (Wanner and Hertig, 1984). Along the slopes and at the bottom of the channel, major residential projects 
are being planned within the next decades. With regard to the complex topography of Bern, our results may therefore contribute to the 
understanding of microclimatic interferences between urban metabolism and topographical features. These could be of special 
importance for the evaluation and advancement of high-resolution urban climate models being run in cities with heterogeneous 
topography. 

Spatial patterns of cooling rates between late afternoon and early night (Fig. 7b) were generally in good agreement with patterns of 
UHI intensities. Given that UHI variability depicts the outcome cooling efficiency of near-surface air masses across a city, the two 
variables are closely related (Oke, 1982). As a consequence, cooling rates may serve as a valuable supplement to enhance the un-
derstanding and reliability of observed UHI intensities across a city. However, comparisons of the patterns of the two variables also 
revealed differences which should be acknowledged in order to draw correct conclusions. As such, cooling rates registered by the LCDs 
are likely to be overestimated due to the positive measurement biases observed during late afternoon at the reference sites (Fig. 5a). In 
contrast to this, LCD biases were markedly lower during maximum UHI intensities in early night. Consequently, intercomparisons 
between cooling rates retrieved by LCDs in Bern and those observed in other cities should be interpreted with caution. Moreover, 
cooling rates could arguably be more sensitive to effects of local topography and micro-scale urban metabolism. Shadowing effects at 
low sun angles evolving from the orientation of topographical features (e.g., river channel) or buildings could thereby affect late 
afternoon air temperatures at small scales and therefore result in different patterns of cooling rates compared to UHI intensities. In 
summary, our results highlight the potential of cooling rates as valuable, additional source of information for detailed interpretations 
of local and micro-scale UHI characteristics. 

5. Conclusions 

The goal of this study was to evaluate the performance and applicability of a cost-effective measurement approach for near-surface 
air temperatures in urban environments using low-cost, naturally ventilated temperature loggers and custom-made radiation shielding 
(LCD) for less than $65 USD per device. Intercomparisons with hourly averaged data from three automated, actively ventilated 
weather stations (AWS) during a period of four months (May 16th until September 15th 2018) revealed predominantly positive biases 
of the LCDs during daytime ranging from − 1.02 to 2.7 K (RMSE: 0.78 to 1.17 K). Analysis of bias sources showed that daytime biases 
can be explained to a large extent by the amount of solar irradiance and wind speed controlling the degree of radiative heating of the 
shielding. Linear regression models based on solar irradiance and wind speed were able to explain up to 82.8% of the variance in 
daytime biases. At night, LCD performance was markedly better with measurement differences varying from − 0.68 to 1.27 K and 
corresponding RMSEs of 0.19 to 0.34 K due to the absence of solar irradiance. Likely affected by the longwave radiation balance of the 
shields, variances of nocturnal measurement biases were found to decrease in response to higher wind speeds. We conclude that the 
low-cost measurement approach presented in this study is well suited for nocturnal air temperature measurements within the urban 
canopy layer, and that bias modelling as well as correction based on wind and radiation data, or part-time ventilation of radiation 
shielding during daytime could substantially increase data quality from LCDs in cities. 

Furthermore, we found biases to be considerably higher at the (sub-)urban compared to the rural reference site, which was very 
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likely due to reduced wind velocities by surrounding buildings and trees. In view of the fact that the majority of previous sensor and 
radiation shield intercomparisons were conducted at individual rural sites, our findings on the one hand highlight the need for 
establishing additional meteorological measurement sites in urban areas. On the other hand, future research should put further 
emphasis on conducting reference measurements at multiple sites differing in their degree of urban form and metabolism in order to 
assess the reliability of low-cost air temperature measurements approaches in urban environments. Following from this, previous 
urban climate studies may have overestimated the performance of naturally ventilated radiation shields, and therefore more emphasis 
should be put on harmonizing sensor and shielding intercomparisons in realistic urban configurations. Findings of temperature dif-
ferences regarding different measurement heights at the rural reference site further suggest that the magnitude of late afternoon and 
nocturnal comparisons between rural and urban temperatures are likely to depend on the choice of measurement height. This was 
further strengthened by findings of underestimations of nocturnal UHI intensities by the LCDs when compared to AWS measurements 
and future studies should thus acknowledge this in order to avoid erroneous estimates of nocturnal UHI intensities from low-cost 
temperature sensors. 

In addition to direct intercomparisons with AWS, the presented low-cost approach was applied to detect spatiotemporal UHI 
patterns during night using a dense network of 79 LCDs across Bern over the entire study period as well as during an intense 9-days 
heatwave (July 30th until August 7th 2018). In accordance with theory and previous studies, we found UHI intensities of − 6.13 to 
6.74 K over the entire study period, which markedly expanded the range of UHI variability captured by the existing AWS. During the 
heatwave, maximum UHI intensities of up to 5.5 K occurred during late evening (22:00 CET) and in the city centre as well as in densely 
built commercial districts and residential areas. The heterogeneous terrain of the city resulted in considerable micro- to local-scale 
variability of nocturnal air temperatures, which was reflected in both, patterns of UHI intensity and cooling rates. Our findings 
proved the applicability of the LCD measurement approach in assessing nocturnal UHI characteristics and may contribute to the 
development and validation of high-resolution urban climate modelling approaches for cities located in complex terrain. 

In sum, the low-cost measurement approach for air temperatures within the urban canopy layer presented here may be of great 
value in gaining a deeper understanding of urban climate dynamics at regional to micro-scales. Especially in cities with restricted 
financial resources, the LCD approach represents a valuable and cost-effective tool with considerable potential in assisting the 
development, appliance, and monitoring of adaptation strategies to current and future climate change. 
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